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1
COMMODITY RECOGNITION APPARATUS
AND COMMODITY RECOGNITION
METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2012-251222,
filed Nov. 15, 2012, the entire contents of which are incorpo-
rated herein by reference.

FIELD

Embodiments described herein relate to a commodity rec-
ognition apparatus used in a canteen facility which serves
cooked foods in the form of cafeteria and a method for rec-
ognizing a commodity by the commodity recognition appa-
ratus.

BACKGROUND

In a canteen facility serving cooked foods in the form of
cafeteria, a user takes pre-cooked foods on a tray by himself
or herself, or asks a service person to put pre-cooked foods on
a tray and then carries out a checkout. Generally, a cashier
makes registration of the foods on the tray one by one ina cash
register to carry out the checkout. Therefore, there is a prob-
lem that it needs time for the checkout in the canteen facility
in the form of cafeteria, and thus various ideas are proposed to
address the problem.

However, since the conventional proposed recognition
apparatus recognizes a container on which commodities
(cooked foods) are placed, the container is limited to what is
recognizable by the recognition apparatus, therefore the con-
tainer is less likely to be used due to the limited freedom
degree thereof.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an external view illustrating a commodity recog-
nition apparatus according to one embodiment;

FIG. 2 is ablock diagram illustrating a constitution of main
portion of the commodity recognition apparatus shown in
FIG. 1,

FIG. 3 is a schematic diagram illustrating the data structure
of a recognition dictionary file;

FIG. 4 is a schematic diagram illustrating a number of
items counter and a detail memory formed in the RAM of the
commodity recognition apparatus;

FIG. 5 is a functional block diagram of the commodity
recognition apparatus;

FIG. 6 is a flowchart illustrating the main procedure of an
information processing carried out by the CPU of the com-
modity recognition apparatus according to a commodity rec-
ognition program;

FIG. 7 is a flowchart illustrating the procedure of an infor-
mation processing carried out after the determination of ST13
in which ‘Yes’ is taken, shown in FIG. 6;

FIG. 8 is a flowchart illustrating the procedure of an infor-
mation processing carried out after the determination of ST7
in which ‘Yes’ is taken, shown in FIG. 6;

FIG. 9 is a flowchart specifically illustrating the procedure
of a screen recognition processing in ST12 shown in FIG. 6;

FIG. 10 is a schematic diagram illustrating an example of a
screen displayed on the panel display section of a commodity
recognition apparatus;
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FIG. 11 is a schematic diagram illustrating an example of a
screen displayed after a cooked food item is touched on the
screen shown in FIG. 10;

FIG. 12 is a schematic diagram illustrating an example of a
screen displayed after a cooked food item is recognized from
the screen shown in FIG. 11;

FIG. 13 is a schematic diagram illustrating an example of a
screen displayed after another cooked food item is touched on
the screen shown in FIG. 12;

FIG. 14 is a schematic diagram illustrating an example of a
screen displayed after a cooked food item is recognized from
the screen shown in FIG. 13;

FIG. 15 is a schematic diagram illustrating a number of
menu items memory formed in the RAM of a commodity
recognition apparatus according to a second embodiment;

FIG. 16 is a flowchart illustrating main procedure of an
information processing carried out by the CPU of the com-
modity recognition apparatus according to a commodity rec-
ognition program in the second embodiment; and

FIG. 17 is a flowchart illustrating the procedure of an
information processing carried out after the determination of
ST7 in which ‘Yes’ is taken in the second embodiment.

DETAILED DESCRIPTION

In an embodiment, a commodity recognition apparatus
comprises an image acquisition module, an image display
module, a frame border display module, a recognition module
and an output module. The image acquisition module
acquires an image captured by an image capturing module.
The image display module displays, on a display module, the
image acquired from the image capturing module. The frame
border display module displays a frame border surrounding a
commodity on at least a portion of the image displayed on the
display module. The recognition module recognizes a com-
modity existing in the frame border according to a feature
amount of the image in the area surrounded by the frame
border. The output module outputs information of the com-
modity recognized by the recognition module.

Embodiments of the commodity recognition apparatus are
described below.

The embodiments show a case in which the commodity
recognition apparatus is installed in a canteen facility which
serves cooked foods in the form of cafeteria, such as a staff or
employees canteen or a student canteen, which is used by
limited persons.

First, according to the embodiments, the commodity rec-
ognition apparatus uses a general object recognition technol-
ogy. General object recognition refers to a technology of
recognizing the category of a target object from the image
data obtained by photographing the target object with camera.
A computer extracts the appearance feature amount of the
target object contained in the image from the image data.
Then, the computer calculates a similarity degree by compar-
ing the extracted appearance feature amount with the feature
amount data of a reference image registered in a recognition
dictionary file and recognizes the category of the target object
according to the similarity degree. The technology for recog-
nizing an object contained in an image is described in the
following documents:

YANALI Keiji, “The current state and future directions on
generic object recognition”, Journal of Information Pro-
cessing Society, Vol. 48, No. SIG16 [Search on Heisei 24
July 26], Internet <URL: http://mm.cs.uec.ac.jp/IPSJ-
TCVIM-Yanai.pdf>.
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In addition, the technology carrying out a generic object
through regional image segmentation for each object is
described in following document:

Jamie Shotton: “Semantic Texton Forests for Image Catego-
rization and Segmentation”, [Retrieved on Aug. 10, 2010],
Internet<URL.: http://citeseerx.ist.psu.edu/viewdoc/
download?doi=10.1.1.14 5.3036&rep=repl&type=pdf>.

First Embodiment

FIG. 1 is an external view illustrating a commodity recog-
nition apparatus 1 according to the first embodiment. The
commodity recognition apparatus 1 arranged on the work-
table 2A of a checkout counter 2 comprises a plate-shaped
body module 11 A and a shield module 11B. The body module
11A is vertically arranged along the rear side edge of the
worktable 2A, with the front surface thereof facing an opera-
tor side. The shield module 11B protrudes from the upper end
part of the front surface of the body module 11A in a direction
substantially orthogonal to the front surface. Thus, the under-
surface of the shield module 11B is opposite to the worktable
2A.

Animage capturing module 12 is built-in the shield module
11B. Further, a reading window (not shown in the figures) is
formed in the undersurface of the shield module 11B. The
image capturing module 12 comprises a CCD (Charge
Coupled Device) image capturing element serving as an area
image sensor and the drive circuit thereof and an image cap-
turing lens for focusing an image of a photography area on the
CCD image capturing element. The photography area refers
to the area of an image which is focused on the area of the
CCD image capturing element through the image capturing
lens from the reading window. The image capturing module
12 outputs the image of the photography area focused on the
CCD image capturing element through the image capturing
lens. The image capturing module 12, which is not limited to
be a CCD image capturing element, may also be a CMOS
(complementary metal oxide semiconductor) image sensor.

The commodity recognition apparatus 1 further comprises
an operation panel 13 and an IC-card reader/writer 18 (here-
inafter referred to as a card R/W). The operation panel 13 is
arranged on the top of the body module 11A. The operation
panel 13 has an operation surface along the front surface side
of'the body module 11 A. A keyboard 14, a touch panel 15 and
a receipt issuing opening 16 are arranged on the operation
surface of the operation panel 13. The receipt printed by the
receipt printer 17 built-in the operation panel 13 is issued
from the receipt issuing opening 16.

The card R/W 18 is arranged at one of the side surfaces of
the operation panel 13. The card R/W 18 performs read/write
operation of data from and into an IC-card, in which a unique
user ID and electronic money data are stored. That is, the
IC-card has a user ID function and an electronic money func-
tion. Each user (e.g. staff, student and the like) of a canteen
facility carries an IC card dedicated for the user.

The area 2B at the operator side of the body module 11A on
the worktable 2A forms a space for placing a flat-shaped
container 30 on which cooked foods (commodities) are put.
The area 2B is contained in the photography area of the image
capturing module 12. The image capturing module 12 pho-
tographs the container 30 on which cooked foods are put. No
limitation is given to the shape or number of containers 30
although the container 30 is an exemplary oval shaped tray in
FIG. 1. The container 30 can be any food container or tray that
is used by the user of a canteen facility to put pre-cooked
foods thereon and be carried to the checkout counter 2 and can
be placed in the range of the area 2B.
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FIG. 2 is ablock diagram illustrating a constitution of main
portion of the commodity recognition apparatus 1. The com-
modity recognition apparatus 1 comprises a CPU (Central
Processing Unit) 21 constituting the main body of a computer,
a ROM (Read Only Memory) 22, a RAM (Random Access
Memory) 23 and an auxiliary storage module 24. Moreover,
in the commodity recognition apparatus 1, the CPU 21 is
connected with the ROM 22, the RAM 23 and the auxiliary
storage module 24 via a bus line 25 such as an address bus line
or data bus line.

Further, in the commodity recognition apparatus 1, a com-
munication interface 26 is connected with the bus line 25. The
commodity recognition apparatus 1 accesses a database
server 41 including a user database 40 via the communication
interface 26. In the user database 40, personal information
such as sex and age, and information relating to a use history
of the canteen facility are stored in association with the user
ID of each user.

Moreover, in the commodity recognition apparatus 1, the
image capturing module 12, the keyboard 14, the touch panel
15, the receipt printer 17 and the card R/W 18 are connected
via input/output circuits (not shown). The touch panel 15
includes a panel display module 151 and a touch panel sensor
152 overlaid on the screen of the display module 151.

The CPU 21 constitutes the main control module of the
commodity recognition apparatus 1. The ROM 22 stores fixed
data such as programs or setting data and the like. The RAM
23 has various memory areas for storing variable data. The
auxiliary storage module 24, which is a medium for storing
programs or high-capacity data files and the like, may be an
HDD (Hard Disk Drive) or an SSD (Solid State Drive). A
recognition dictionary file 50 is stored in the auxiliary storage
module 24 of the commodity recognition apparatus 1.

FIG. 3 is a schematic diagram illustrating the data structure
of the recognition dictionary file 50. The recognition dictio-
nary file 50 stores recognition dictionary data for each cat-
egory of cooked food provided to the users in the canteen
facility. The recognition dictionary data includes items
including menu ID, menu name, price, calorie and appear-
ance feature parameters. The menu ID is a code for identify-
ing the cooked food item. The menu name is a unique name of
cooked food item distinguished with a corresponding menu
ID. The price is the selling price (Yen) of per unit quantity of
cooked food item distinguished with a corresponding menu
ID. Calorie refers to calorie (Kcal) derived with respect to the
standard quantity of cooked food item distinguished with a
corresponding menu ID. The appearance feature parameters
refer to variables obtained such that appearance feature, such
as, standard shape, surface color, pattern, and concave-con-
vex (surface roughness), of cooked food item distinguished
with a corresponding menu ID is parameterized.

As shown in FIG. 5, the commodity recognition apparatus
1 having the aforementioned structure has functions as an
image acquisition module 61, an image display module 62, a
frame border display module 63, a recognition module 64, an
output module 65, an input reception module 66, an ending
declaration reception module 67 and an erasing module 68.

The image acquisition module 61 acquires an image cap-
tured by the image capturing module 12. The image display
module 62 displays the image acquired from the image cap-
turing module 12 on the panel display module 151 of the
touch panel 15. The frame border display module 63 displays
a frame border surrounding a commodity (cooked food item)
on one or more optional portions of the image displayed on
the panel display module 151. The recognition module 64
recognizes a commodity (cooked food item) existing in the
frame border according to a feature amount of the image in
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the area surrounded by the frame border. The output module
65 outputs information of the recognized commodity (cooked
food item).

The input reception module 66 receives the selection input
on an optional portion of the image displayed on the panel
display module 151. The frame border display module 63
displays a frame border on the portion at which the selection
input is received by the input reception module 66.

The ending declaration reception module 67 receives a
recognition ending declaration on a commodity (cooked food
item). The erasing module 68 erases the frame border dis-
played on the panel display module 151. The image acquisi-
tion module 61 repeats the image acquisition until the frame
border display module 63 displays a frame border on the
image. The image acquisition module 61 stops image acqui-
sition once a frame border is displayed. Then, the image
acquisition module 61 restarts image acquisition if the ending
declaration reception module 67 receives a recognition end-
ing declaration or the erasing module 68 ecrases all frame
borders on the image.

In order to realize the aforementioned functions, the com-
modity recognition apparatus 1 stores a commodity recogni-
tion program in the ROM 22 or in the auxiliary storage mod-
ule 24. In addition, as shown in FIG. 4, the commodity
recognition apparatus 1 forms a number of items counter 71
and a detail memory 72 inthe RAM 23. The detail memory 72
comprises an area 721 stacking a detail record including
frame border number, cancellation mark coordinates (X0,
Y0), menu ID, menu name, price and calorie and, an area 722
storing total price and total calories. The frame border num-
ber and the cancellation mark coordinates (X0, Y0) will be
described later.

When the commodity recognition program is started, the
CPU 21 starts a processing in the procedure shown in FIG.
6-F1G. 8. First, the CPU 21 waits for the card R/W 18 to read
the IC-card (ST1). The CPU 21 does not execute the process-
ing in ACT ST2 until the IC-card is read (No in ST1). If the
IC-cardis read (Yes in ST1), the CPU 21 resets the number of
items counter 71 to “0” (ST2).

Next, the CPU 21 acquires an image (frame image) cap-
tured by the image capturing module 12 (ST3: image acqui-
sition module 61). Then, the CPU 21 displays the captured
image on the panel display module 151 of' the touch panel 15
(ST4: image display module 62).

FIG. 10 is a diagram illustrating an example of a screen of
the panel display module 151 displaying a captured image 81.
As shown in FIG. 10, in addition to the captured image 81, a
total amount column 82, a total calories column 83, a confir-
mation button 84 and a cancellation button 85 are also dis-
played on the screen.

If the captured image 81 is displayed on the screen of the
panel display module 151, the CPU 21 confirms whether or
not the screen is touched (ST5). The screen is not touched if
the signal from the touch panel sensor 152 is not changed. In
this case (No in ST5), the CPU 21 checks the number of items
counter 71 (ST6). If the number of items counter 71 is reset to
“0” (No in ST6), the CPU 21 returns to the processing in ACT
ST3. That is, the CPU 21 acquires a next captured image from
the image capturing module 12 (ST3) and displays the next
captured image on the panel display module 151 (ST4).

The CPU 21 repeats the acquisition and display of a cap-
tured image until the screen is touched. If the screen is
touched (Yes in ST5), the CPU 21 confirms which area on the
screen is touched (ST7, ST8). If the touched area is not the
area of the confirmation button or the cancellation button (No
in ST7) and is also not the area of the captured image 81 (No
in ST8), the CPU 21 returns to the processing in ACT ST5.

10

15

20

25

30

35

40

45

50

55

60

65

6
The CPU 21 confirms whether or not the screen is touched
(ST5), and checks the number of items counter 71 (ST6) if the
screen is not touched (No in ST5). If the number of items
counter 71 is reset to “0” (No in ST6), the CPU 21 returns to
the processing in ACT ST3.

Ifthe area of the captured image 81 is touched (Yes in ST8),
the CPU 21 detects the touch position coordinates (X,Y). The
touch position coordinates (X, Y) are defined by taking a
reference point, for example, the left lower corner of the area
in the captured image 81, as the origin (0, 0) of a two-dimen-
sional coordinate, the right direction starting from the origin
(0, 0) as an X direction and the upper direction starting from
the original (0, 0) as aY direction. The CPU 21 calculates the
distances from the origin (0, 0) to the touch position in the X
direction and in the Y direction and converts the distances to
coordinates (X,Y) (ST9).

The CPU 21 stops image the acquisition processing if it is
detected that the captured image displayed on the screen is
touched to input it. If the acquisition processing is stopped,
the captured image 81 is switched to a still picture or image
from a moving picture or image. The operator is aware that the
image acquisition is completed according to the switching of
the captured image to a still image. In addition, the captured
image 81 may be set to be a still image by discarding and
without displaying the acquired image.

The CPU 21 checks the number of items counter 71
(ST10). If the number of items counter 71 is reset to “0” (No
in ST10), the CPU 21 determines the recognition area of an
image and displays a frame border 91 surrounding the deter-
mined recognition area in the area of the captured image 81.
As shownin FIG. 11, the CPU 21 displays a quadrangle frame
border 91 having a length of a in the vertical direction and a
length of b in the horizontal direction by taking the touch
position coordinates (X, Y) as the center (ST11: frame border
display module).

The CPU 21 executes a screen recognition processing
(ST12). FIG. 9 is a flowchart illustrating the specific proce-
dure of a screen recognition processing. First, the CPU 21
extracts appearance feature amounts such as the outline
shape, surface color, pattern and concave-convex state and the
like according to the image in the region surrounded by the
frame border 91 (ST41). Next, the CPU 21 calculates, for the
records on all the menu items registered in the recognition
dictionary file 50, a similarity degree representing how much
similar the feature amount is to the appearance feature
amount parameter of the record.

If a similarity degree is calculated for all menu items, then
the CPU 21 confirms whether or not the maximum similarity
degree is higher than a determination threshold value L
(ST43: recognition module 64). The determination threshold
value L is a minimum value of similarity degree capable of
determining that the object shown in the image in a recogni-
tion area is the menu item having the maximum similarity
degree if the maximum similarity degree is greater than the
determination threshold value L.

If the maximum similarity degree is not higher than the
threshold value (No in ST43), the CPU 21 executes the pro-
cessing in ACTs ST44-ST45. No specific limitation is given
to the processing procedure in ACTs ST44-ST45. In ACT
ST44, the CPU 21 displays specified message showing that
the object is unrecognizable on the panel display module 151.
In ACT ST45, the CPU 21 erases the frame border 91 on the
screen. Then, the image recognition processing is ended.

On the contrary, if the maximum similarity degree is higher
than the determination threshold value L. (Yes in ST43), the
CPU 21 executes the processing in ACTs ST46-ST48. No
specific limitation is given to the processing procedure in
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ACTs ST46-ST48. In ACT ST46, the CPU 21 counts up the
count value of the number of items counter 71 by “1”. In ACT
ST47, the CPU 21 acquires information (menu ID, menu
name, price and calorie) of the menu item having the maxi-
mum similarity degree from the recognition dictionary file
50. In ACT ST48, the coordinates of the right upper corner of
the frame border 91 are calculated as cancellation mark coor-
dinates (X0, YO0).

If the processing in ACTs ST46-ST48 is ended, then the
CPU 21 sets the cancellation mark coordinates (X0, YO) and
menu item information in the detail record having a frame
border number n (n is the count value of the number of items
counter 71) in the detail memory 72 (ST49). Next, as shown
in FIG. 12, the CPU 21 displays a cancellation mark 92 at the
position of the cancellation mark coordinates (X0, YO0). Fur-
ther, the CPU 21 displays the menu name, the price and the
calorie (menu item information) in the frame border 91
(ST50: output module (individual output module) 65). More-
over, the CPU 21 calculates a total amount and total calories
according to the data in the detail memory 72 and respectively
displays the calculated total amount and total calories in the
total amount column 82 and the total calories column 83 on
the screen (ST51: output module (total output module) 65).
Then, the image recognition processing is ended.

If'the image recognition processing is ended, then the CPU
21 returns to the processing in ACT ST5. The CPU 21 con-
firms whether or not the screen on the panel display module
151 istouched (ST5). If the screen is not touched (No in ST5),
the CPU 21 checks the number of items counter 71 (ST6).

At this time, if the number of items counter 71 is reset to
“0” (No in ST6), the CPU 21 returns to the processing in ACT
ST3. However, if the number of items counter 71 is counted
up (Yes in ST6), the CPU 21 returns to the processing in ACT
STS5.

Thus, in the case in which the number of items counter 71
is reset to “0”, the CPU 21 acquires a new captured image.
However, if the number of items counter 71 is counted up, the
CPU 21 does not carry out the acquisition of a captured
image. The CPU 21 stops the image acquisition. As a result,
the captured image acquired the last time is being displayed
on the panel display module 151 in a still picture.

Further, if the number of items counter 71 is counted up in
ACT ST10 (Yes in ST10), the CPU 21 confirms whether or
not the cancellation mark 92 is touched (ST13). The CPU 21
compares the touch position coordinates (X,Y) with the can-
cellation mark coordinates (X0, YO) in each detail record
stored in the detail memory 72. Consequentially, if the can-
cellation mark 92 is not touched (No in ST13), the CPU 21
executes the processing in ACTs ST11-ST12.

If the cancellation mark 92 is touched (Yes in ST13), the
CPU 21 detects a frame border number from the detail records
containing the cancellation mark coordinates (X0, Y0) corre-
sponding to the touch position coordinates (X, Y) (ST21).
Then, the CPU 21 erases the frame border 91 discriminated
by the frame border number from the screen (ST22: erasing
module 68). Besides, the CPU 21 erases the record of the
frame border number from the detail memory 72 (ST 23). The
CPU 21 calculates a total amount and total calories once more
according to the data in the detail memory 72 and updates the
display of the total amount column 82 and the total calories
column 83 (ST 24).

The CPU 21 counts down the count value of the number of
items counter 71 by “1” (ST25). Then, the CPU 21 confirms
whether or not the count value n of the number of items
counter 71 is “0” (ST26). If the count value is not “0” (No in
ST26), the CPU 21 returns to the processing in ACT ST5.

10

15

20

25

30

35

40

45

50

55

60

65

8
However, if the count value n is “0” (Yes in ST26), the CPU
21 returns to the processing in ACT ST3.

In the case in which the count value n is not “0”, the CPU
21 does not carry out the acquisition of new captured image.
Thus, the captured image displayed on the panel display
module 151 is not changed. However, if the count value n is
“07, the CPU 21 restarts the acquisition of captured image.
The image being displayed on the panel display module 151
is updated to the latest captured image.

If the button image is touched (Yes in ST7), the CPU 21
confirms which one of the confirmation button 84 and the
cancel button 85 is touched (ST31). Ifthe confirmation button
84 is touched (ST31 ‘confirm’: ending declaration acceptance
module 67), each processing in ACTs ST32-ST34 is
executed.

InACT ST32, the CPU 21 executes a settlement processing
with electronic money. The CPU 21 deducts the total price
data from the electronic money data in the IC-card, using the
card R/W 18. In ACT ST33, the CPU 21 edits receipt data
based on the data in the detail memory 72. Then, the CPU 21
outputs receipt data to the printer 17 to control the issuing of
a receipt. In ACT ST34, the CPU 21 edits user history infor-
mation using the data in the detail memory 72 and the user ID
of the IC-card. Then, the CPU 21 sends the user history
information to the database server 41 via the communication
interface 26. In the database server 41, each user history
information is stored in the user database 40 according to
corresponding user ID.

Ifthe processing in ACTs ST32-ST34 is ended, the CPU 21
initializes the screen of the panel display module 151 (ST35).
Further, the CPU 21 clears the detail memory 72 (ST36).

On the contrary, if the cancel button 85 is touched (ST31:
‘cancel’), the CPU 21 does not execute the processing in
ACTs ST32-ST34. The CPU 21 initializes the screen of the
panel display module 151 (ST35). Further, the CPU 21 clears
the detail memory 72 (ST36). Then, the commodity recogni-
tion program processing for one user is ended.

In a canteen facility, which serves cooked food in the form
of cafeteria, in which the commodity recognition apparatus 1
of the present embodiment is installed, a user puts the con-
tainer 30, on which cooked foods are individually placed, in
the area 2B of the checkout counter 2. The user operates the
card R/W 18 to read data in his/her own IC card. In this way,
as shownin FIG. 10, the captured image 81 is displayed on the
screen of the touch panel 15, and thus, the user touches, one
by one, the images of the cooked foods on the container 30.

Now, it is assumed that the user touches the image of the
cooked food placed on the left upper part of the container 30.
A frame border 91 taking the touch position coordinates (X,
Y) as the center is displayed on the captured image 81, as
shown in FIG. 11. Then, a recognition processing on the
cooked food in the frame border 91 is executed in the com-
modity recognition apparatus 1.

For example, if the image in the frame border 91 cannot be
recognized because the touch position is at the end part of the
cooked food, the frame border 91 is erased. A message indi-
cating that the food can not be recognized is displayed on the
panel display module 151. In this case, the user touches other
part of the image of the cooked food to carry out a recognition
processing again.

Ifthe cooked food is recognized on the image in the frame
border 91, the name, the price, the calorie of the recognized
cooked food item are displayed in the frame border 91, as
shown in FI1G. 12. Further, a cancellation mark 92 is displayed
in the frame border 91. The total amount and total calories of
the recognized cooked food are also updated.
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The user confirms whether or not the display in the frame
border 91 is accurate. The cancellation mark 92 is touched if
the display in the frame border 91 is inaccurate. The frame
border 91 is erased. Then the user touches other part of the
image of the cooked food to carry out a recognition process-
ing again.

The user touches the image of a second item if the display
in the frame border 91 is accurate. For example, it is assumed
that the user touches the image of the cooked food at the upper
part of the container 30. A frame border 91« is displayed on
the captured image 81, as shown in FIG. 13. Then, a recog-
nition processing of the cooked food in the frame border 91 is
executed in the commodity recognition apparatus 1. As a
result, if the cooked food is recognized, the name, the price,
the calorie of the recognized cooked food item are displayed
in the frame border 91a, as shown in FIG. 14. Further, a
cancellation mark 92 is displayed in the frame border 91. The
total amount and total calories of the recognized cooked food
are also updated.

The user repeats the touch operation until all the cooked
foods on the container 30 are recognized. If all the cooked
foods are successfully recognized, the user touches the con-
firmation button 84. Then, the settlement processing is
executed with electronic money for the cooked foods on the
container 30, and a receipt is issued from the issuing opening
16. Besides, user history information is sent from the com-
modity recognition apparatus 1 to the database server 41 to
update the use history information of the subject user stored in
the database 40.

In this way, the commodity recognition apparatus 1 recog-
nizes the cooked foods on the container 30 one by one, but not
recognizes the container 30 on which cooked foods are
placed. Thus, the canteen facility serving a cooked food in the
form of cafeteria can be operated effectively, without prepar-
ing containers 30 which correspond to cooked foods in a
one-to-one manner or adding any restriction, such as a special
information medium, for the container 30.

Further, the commodity recognition apparatus 1 not only
recognizes the cooked foods on the container and but also
calculates the prices of the cooked foods to make a total
amount. Furthermore, the commodity recognition apparatus
1 automatically settles the bill of the recognized cooked
foods, using the electronic money data in the IC card read by
the card R/W 18. Therefore, the operation of a canteen facil-
ity, including not only the recognition of cooked foods but
also the bill settlement, which serves cooked food in the form
of cafeteria, can be performed effectively.

Further, the commodity recognition apparatus 1 not only
recognizes the cooked foods on the container and but also
calculates calories of the cooked foods to make total calories.
Moreover, the commodity recognition apparatus 1 sends user
history information in which total calories is associated with
the user ID of the IC card read by the card R/W 18 to the
database server 41. Thus, a service for providing a nutrition
management for each user can be easily achieved.

Second Embodiment

According to the first embodiment, a settlement processing
is executed if the confirmation button 84 is touched no matter
whether or not the recognition processing on all the cooked
foods on the container 30 is ended. However, in the second
embodiment, no settlement processing is executed if the rec-
ognition processing on all the foods on the container 30 is not
ended. Such second embodiment is described below with
reference to the accompanying drawings FIG. 15-FIG. 17.
The commodity recognition apparatus 1 described in the sec-
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ond embedment has the same external appearance and the
same internal structure as the commodity recognition appa-
ratus described in the first embodiment, and therefore, the
same reference numerals are applied to the similar parts in the
second embodiment and detailed descriptions thereof are not
repeated.

FIG. 15 is a schematic diagram illustrating a number of
menu items memory 73. In the second embodiment, a number
of'menu items memory 73 is also formed in the RAM 23 of the
commodity recognition apparatus 1 in addition to the number
of item counter 71 and the detail memory 72.

FIG. 16 is a flowchart illustrating main procedure of an
information processing executed by the CPU 21 when a com-
modity recognition program is started. In the second embodi-
ment, after displaying the captured image acquired in ACT
ST3 on the panel display module 151, the CPU 21 analyzes
the image and detects number of the items M of the cooked
foods on the container 30 (ST61: number of items detection
module).

Specifically, the image of the container 30 on which no
cooked foods is placed is previously stored in the auxiliary
storage module 24 as a background image. The CPU 21
recognizes the outline of an area in which cooked foods are
placed according to the difference between the captured
image and the background image. The CPU 21 detects the
number of items M of cooked foods according to the shape of
the outline. The number of items M detected is stored in the
number of menu items memory 73. If the number of items M
is detected, the CPU 21 proceeds to the processing in ACT
ST5 in the first embodiment (refer to FIG. 6).

FIG. 17 is a flowchart illustrating the procedure of an
information processing carried out by the CPU 21 if it is
detected that a button image is touched in the processing in
ACT ST7. In the second embodiment, if confirming the
touched button image is the image of the confirmation button
84 (‘confirmation’ in ST31), the CPU 21 confirms whether or
not the count value n in the number of items counter 71
(number of items counting module) accords with the value M
in the number of menu items memory 73 (ST71: comparison
module). If the two values are the same (Yes in ST71), the
CPU 21 proceeds to the settlement processing in ACT ST32.

On the contrary, if the count value n of the number of items
counter 71 is different from the value M in the number of
menu items memory 73 (No in ST71), the CPU 21 displays,
on the panel display module 151, warning message that the
recognition on cooked foods items are not ended (ST72).
Then, the CPU 21 returns to the processing in ACT ST5.

According to the commodity recognition apparatus 1 in the
second embodiment, the settlement can not be carried out
unless the count value n in the number of items counter 71
accords with the value M in the number of menu items
memory 73. Thus, a problem that a settlement processing is
carried out before the recognition processing on all the
cooked foods on the container 30 is ended is prevented.

The present invention is not limited to the aforementioned
first and second embodiments. For example, the installation
location and the hardware constitution of the commodity
recognition apparatus 1 can be embodied in various forms.

Further, a commodity recognition apparatus 1 which sup-
ports an electronic money settlement is exemplarily illus-
trated in the aforementioned first and second embodiments,
however, no specific limitation is given to the settlement
method, which may be a credit settlement or a cash settle-
ment. Alternatively, the commodity recognition apparatus 1
may have no settlement function. In this case, the commodity
recognition apparatus 1 is connected with a settlement termi-
nal such as a POS (Point Of Sales) terminal via a communi-
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cation line. The commodity recognition apparatus 1 sends
information of the recognized cooked food item to the POS
terminal.

Besides, in the aforementioned embodiments, the recogni-
tion dictionary file 50 is stored in the auxiliary storage module
24 of the commodity recognition apparatus 1, however, the
recognition dictionary file 50 is not limited to be stored in the
auxiliary storage module 24. For example, the recognition
dictionary file 50 may be stored in a storage device externally
connected with the commodity recognition apparatus 1, and
the CPU 21 accesses the storage device to retrieve the data in
the recognition dictionary file 50, if needed.

Inthe aforementioned embodiments, the frame border 91 is
set to be a quadrangle having a vertical length of “a” and a
horizontal length of “b”, however, no specific limitation is
given to the size or the shape of the frame border 91. Further,
a function of changing the size or the shape of the frame
border displayed on the panel display module 151 may be
added. With this function, since the image of a cooked food
can be surrounded by a frame border accurately, it is expected
to increase the recognition rate.

Besides, in the aforementioned embodiments, the frame
border 91 is cancelled if the cancellation mark 92 is touched,
however, the frame border 91 may be cancelled by detecting
whether or not the frame border 91 containing the cancella-
tion mark 92 is touched.

Besides, the cooked foods on a container are recognized in
the aforementioned embodiments, however, the recognition
object may also be a commodity different from cooked foods
in the aforementioned embodiments, calorie is illustrated as a
parameter derived with respect to a standard quantity of a
commodity, however, the parameter, which is not limited to
be calories, may also be protein, fat, calcium or other nutri-
tional ingredients.

Further, in the aforementioned embodiments, the image
acquisition module 61 repeats the image acquisition until the
frame border 91 is displayed on an image and stops the image
acquisition if the frame border 91 is displayed, however, the
image acquisition module 61 may include a modification in
which the displayed image becomes a still image by discard-
ing the acquired image.

In the second embodiment, the warning module displays a
message if the count value n in the number of items counter 71
is different from the value M in the number of menu items
memory 73, however, the warning module is not limited to
this case. The warning module may issue a warning through
a voice or speech module as well.

Further, in the embodiments above, a control program
capable of achieving the functions of the present invention is
previously stored in the auxiliary storage module 24 or ROM
22 serving as a program storage module in the apparatus.
However, the present invention is not limited to this case; the
same program can also be downloaded to the apparatus
through a network. Alternatively, the same program recorded
in a recording medium can also be installed in the apparatus.
The recording medium may be in any form as long as the
recording medium can store programs and is apparatus-read-
able like a CD-ROM and a memory card and the like. Further,
the function acquired by an installed or downloaded program
can be also realized by cooperating with the OS (Operating
System) and the like inside the apparatus. Moreover, the
program in the embodiment may be assembled in a portable
information terminal such as a portable telephone having a
communication function, or a so-called PDA (Portable Digi-
tal Assistant) to realize functions.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
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and are not intended to limit the scope of the invention.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the invention. The accompanying claims
and their equivalents are intended to cover such forms or
modifications as would fall within the scope and spirit of the
invention.

What is claimed is:
1. A commodity recognition apparatus, comprising:
a memory that stores executable instructions; and
aprocessor, coupled to the processor, that facilitates execu-
tion of the executable instructions to perform operations,
comprising:
acquiring an image including a commodity captured by an
image capturing module;
displaying, on a display module, the image acquired from
the image capturing module;
receiving a selection input on a portion of the image dis-
played on the display module;
displaying a frame border surrounding a commodity
included in the selection input;
recognizing the commodity existing within the frame bor-
der according to a feature amount of the image in an area
surrounded by the frame border;
outputting information associated with recognizing the
commodity;
repeating the acquiring of the image until the frame border
is displayed on the image; and
stopping the acquiring of the image if the frame border is
displayed.
2. The commodity recognition apparatus according to
claim 1, wherein the operations further comprise:
receiving a recognition ending declaration associated with
the commodity, and
restarting image acquisition if the recognition ending dec-
laration is received.
3. The commodity recognition apparatus according to
claim 1, wherein the operations further comprise:
erasing the frame border displayed on the display module,
and
restarting the image acquisition the frame border on the
image is erased.
4. The commodity recognition apparatus according to
claim 1, wherein the operations further comprise
individually outputting information associated with the
commodity and outputting total information associated
with all recognized commodities.
5. The commodity recognition apparatus according to
claim 4, wherein
the information associated with the commodity includes a
unit price for the commodity, and the total information
associated with all recognized commodities includes a
total amount obtained by totaling the unit price of each
commodity.
6. The commodity recognition apparatus according to
claim 4, wherein
the information associated with the commodity is a param-
eter derived with respect to a standard quantity of the
commodity, and the total information associated with all
recognized commodities is a total parameter obtained by
totaling the parameter of each commodity.
7. The commodity recognition apparatus according to
claim 1, wherein the operations further comprise:
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detecting, according to the image acquired by the image
acquisition module from the image capturing module, a
first number of commodities imaged in the image;

counting a second number based on the commodities; and

comparing the first number of items detected with the
second number of items counted.

8. A commodity recognition method, including:

acquiring a captured image including a commodity;

displaying the acquired image;

receiving a selection input on a portion of the image dis-
played;

displaying a frame border surrounding a commodity the
selection input of which is received;

repeating until the frame border is displayed on the image;

stopping if the frame border is displayed;

recognizing the commodity existing in the frame border
according to a feature amount of the image in the area
surrounded by the frame border; and

outputting information of the recognized commodity.

9. The commodity recognition method according to claim

wherein

the image acquisition is restarted if a recognition ending
declaration is received.

10. The commodity recognition method according to claim

8, wherein
the image acquisition is restarted if all the frame borders

are erased from the image.
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11. The commodity recognition method according to claim
8, wherein
information of recognized commodity is output individu-
ally, and the total information of all the recognized com-
modities is output.
12. The commodity recognition method according to claim
11, wherein
the information of the commodity includes a unit price for
the commodity, and the total information of the com-
modity includes a total amount obtained by totaling the
unit price of each commodity.
13. The commodity recognition method according to claim
11, wherein
the information of the commodity is a parameter derived
with respect to a standard quantity of the commodity,
and the total information of the commodities is a total
parameter obtained by totaling the parameter of each
commodity.
14. The commodity recognition method according to claim
8, further including:
detecting the number of the commodities imaged in the
image displayed according to the acquired image;
counting the number of the recognized commodities; and
comparing the detected number of items with the counted
number of items.
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